














were neurons that initially increased their activity (as in the
third example in Fig. 1F), indicating that the increases in post-
stimulus activity, but not the decreases, might be dependent
on the response strength.

A similar correlation analysis was performed on the VSD
population data. Note that the response strength is known to
be greatly influenced by the cortical state at the time of stimu-
lation (Petersen et al. 2003), with stronger responses during the
down states compared with those during the up states (Fig. 4C).
We therefore looked for correlations between the following
quantities: the signal level at time zero (using as a reference
the down state level, see Methods), the absolute (i.e. from the
down state level) and relative (from time zero level) response
strengths, the low-frequency power in [+250ms +2 s] and the

high-frequency power in [+250ms +750ms]. As expected, we
found negative correlations between the time zero level and
the relative response in all experiments, most of them being
statistically significant (Fig. 4D top, 4E top). However, no factor
was found to correlate significantly or in a systematic manner
with the level of post-stimulus low frequency activity (Fig.
4D bottom, 4E middle). Finally, in 4 out of 19 experiments, the
high-frequency activity was significantly correlated with the
response strength, but not with the time zero level, neither with
the post-stimulus low-frequency activity (Fig. 4E, bottom).

In both the 2-photon and VSD datasets we were unable to
establish a direct link between the trial-by-trial variations in
the evoked responses and the extent of low-frequency activity
reduction. Sensory-evoked responses were influenced by the

Figure 3. Spatial extent of the effects. (A) Spatial extent of the two effects quantified as the ratio of Fourier powers as in Fig. 2 is shown for each individual experiment.

Shallow gray lines connect the maps obtained from the same animals. All experiments show a decrease in low-frequency activity after the pulse stimulation in both

S1 (centered on the C2 barrel (blue circle)) and S2 (when visible), though with some variability in strength and extent. (B) Average maps for the large stimulation (only

the pixels around C2 are effectively averaged over n = 19 experiments; pixels averaged over less than 3 experiments are displayed with transparency). (C) Average

maps for large and weak stimulations over n = 3 animals highlight the dependence of the effects strength and extent on stimulation amplitude.
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cortical state at stimulation time, but the subsequent activity
decreases were influenced by neither of the two. Sensory-
evoked responses and disruption of spontaneous activity could
therefore be governed by distinct mechanisms.

A Brief Sensory Input Modulated Internal Activity as
Effectively as a Train Sensory Stimulation

Having seen how a brief single stimulation triggers large
changes in the spatiotemporal patterns of the population‘s
activity and in the firing patterns of individual neurons, we
wondered how successive stimulations would sum up. We sti-
mulated the C2 whisker for 2 s with a 5Hz train.

As expected, this repeated stimulation led to reduced internal
activity compared with spontaneous levels: In the 2-photon
experiments the spiking activity decreased in numerous cells
(65% with p < 0.05, ranksum test with Benjamini-Hochberg cor-
rection for multiple testing) after or even during (14%) the train;
note that it also increased in a small number of them (2.5%) (see
Fig. 5A,B, and Fig. S3 for more examples). Cell-attached recordings
confirmed the reduced activity in a majority of neurons (Fig. S4
and Fig. 6D). The population activity, as reflected by the neuropil
calcium signals (Fig. S5) or by the VSD signals (Fig. 5C,E,F), showed
decreased 1.5–5Hz activity both during and after the train.

Remarkably, these activity changes could be attributed to
the first pulse of the train only, and did not sum-up effects

Figure 4. Trial-by-trial variability in the response strength or in the pre-stimulus spontaneous activity is not correlated with the post-stimulus decrease in the 1.5–

5Hz range. (A) Correlations are calculated between calcium-recorded spikes during and for 2 s after the sensory response (blue and green show data from neurons 1

and 3 in Fig. 1F; note that coordinates were slightly jittered to separate superimposed points). (B) Histogram of correlation coefficients for 69 neurons (pooled from

two experiments that incorporated more than 30 trials), with color-coded statistical significance. The absence of significant negative correlations suggests that

reduced activity is not the result of individual cells’ adaptation properties. (C) Two example VSD signals from the C2 barrel in the same experiment illustrate that

evoked responses are larger when they occur during a down state (top) compared to when they occur during an up state (bottom) (Petersen et al. 2003). Several quan-

tities are introduced for trial-by-trial quantitative analysis, such as ‘absolute’ and ‘relative’ response amplitudes (the differences between the response peak and the

down state level, or the signal level at stimulation time, respectively). (D) In this experiment the relative response amplitudes correlate negatively with signals at the

stimulation time (top), along with strong statistical significance (F-test); no significant correlation exists between the absolute response amplitude and the post-

stimulus low-frequency activity (bottom). (E) A summary of all correlation values between the different quantities and their statistical significances confirms the pre-

viously reported (Petersen et al. 2003) negative correlation between relative response amplitude and spontaneous activity at stimulation time (first row), but it does

not show any systematic influence of pre-stimulus activity or response strength on post-stimulus activity changes, nor trial-to-trial correlations between post-

stimulus low-frequency and high-frequency contents. A limited number of experiments showed a positive correlation between response strength and high-

frequency increases (gray lines connect points representing the same experiments).
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from successive pulses. This was particularly clear in the VSD
data, where we observed an overshoot and undershoot that
closely matched those produced by an isolated pulse (Fig. 5D),
and an increase in ~15 Hz activity only during the first ~750ms
after stimulation onset (Fig. 5E, F). The 2-photon PSTH also fea-
tured a higher activity level during the first ~750ms compared
with the rest of the stimulation, which matches with the period

during which a small number of cells remain active after a sin-
gle pulse (Fig. 1F,G).

These results indicated that a brief sensory input or the onset of
a sustained input induced changes in the internal cortical activity
after the initial fast response. We also noted in the spontaneous
activity that large, fast population spikes could occur spontaneously
and that they were followed by the same sequence of activities,

Figure 5. A brief sensory input modulated internal activity as effectively as a train sensory stimulation. (A) Calcium responses to a train stimulation (10 pulses at 5Hz) for

the same neurons and neuropil region as in Fig. 1D,E,F. Some cells respond tonically to the train (bottom, raster from the 3rd neuron), some only to the first pulse (not

shown here), some to the first ~3 pulses (2nd neuron), and a global activity reduction is observed after the train. (B) PSTH of the responses to the pulse stimulation (n = 160

neurons from 6 animals) and train (n = 504 neurons from 30 animals). In both cases the global activity is reduced for several seconds after stimulation. In addition, an ini-

tial period of ~750ms during the train stimulation shows higher firing and coincides with the period during which some neurons show sustained activity after a pulse

stimulation (Fig. 1E,F). (C) Examples of VSD signals for both pulse (cyan) and train stimulation (navy). (D) Average responses (n = 7 animals). Besides the fast individual

responses to successive whisker deflection, the slow depolarization and hyperpolarization occurring during and after the train response remarkably match those of the

superimposed pulse response. (E) Average spectrograms of spontaneous activity and responses to pulse and train also show how, after both stimulus onsets, very similar

decreases in low frequency activity and even initial increases of ~15Hz activity occur (regions shown with a black dashed line, compared to those shown with gray dashed

lines). (F) Activity changes for pulse and train stimulations (n = 10 animals, gray lines connect pulse and train conditions from the same animals). Ratios are calculated

according to the comparisons highlighted in (E): in particular, to circumvent high-frequency content generated by individual responses under the train condition, 14–17Hz

activity during the [0.4 s 0.8 s] temporal window after onset was not compared to the spontaneous activity levels, but rather, to the levels during the [1.4 s 1.8 s] window.

Statistical significance for individual experiments: two-sided Wilcoxon rank sum test on individual trials; at the population level: two-sided Wilcoxon signed rank test;

comparison between pulse and train: two-sided Wilcoxon signed-rank test.
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making this sequence of post-stimulus effects appear as a well-
defined pattern that can be triggered in various situations (Fig. S6).

The Low-frequency Activity Decrease Lasts for At Least
Two Seconds

We systematically analyzed our population VSD and EEG data,
as well as single cell 2-photon and cell-attached recording
data, to assess for how long after the stimulation was the
low-frequency activity reduced compared to baseline levels,
both after a pulse or a train stimulation (Fig. 6). Activity levels
were quantified over a temporal window of 1 s duration (0.5 s in
the case of the EEG), and quantifications after stimulation were
compared to those during spontaneous activity, either at the

single experiment level (left panels in Fig. 6) or at the popula-
tion level (right panels). For all modalities except EEG (for which
n = 4 experiments were not sufficient) activity was found to be
significantly reduced up to the [+1 s +2 s] interval after stimula-
tion at the population level. All experiments having data in the
[+2 s +3 s] interval still displayed a decrease, with statistical sig-
nificance in a majority of them; however population statistical
significance was not reached, due in part to the smaller number
of such experiments.

A Brief Stimulus Reduced Inter-trial Variability

We quantified how inter-trial variability was affected by sin-
gle whisker stimulation in both VSD and 2-photon data, and

Figure 6. Duration of the low frequency activity decrease: VSD, 2-photon, EEG and electrophysiology. The duration of the effect is assessed for each modality by com-

puting the decrease in either the 1.5–5Hz power of continuous signals, or the spiking rate of individual neurons, inside a small sliding temporal window. Statistical

significance values are assessed both for every individual experiment or neuron (left panels: two-sided Wilcoxon ranked sum test applied on individual trials;

* p < 0.05, ** p < 0.01, *** p < 0.001) and globally on the population (right panels: two-sided Wilcoxon signed rank test for Fourier powers and two-sided sign test for

spiking rates, with Benjamini-Hochberg correction for multiple testing). In the right panels, black line and error bars indicate average values and standard error, while

gray line indicates median values. (The nonparametric tests operate on the median rather than the mean.) (A) VSD, n = 19 animals, large stimulation only, pulse and

train conditions. (B) 2-photon recorded single neurons (pulse condition: n = 160 neurons from 6 animals; train: n = 540 neurons from 30 animals). A majority of neu-

rons significantly decrease their activity after the stimulation, but also a minority increase it. Population statistics: see Methods for how correlations between simul-

taneously recorded neurons were handled. (C) EEG: n = 4 animals, pulse condition only. The low number of animals was not sufficient to perform nonparametric

tests at the population level. (D) Cell-attached recordings: n = 9 neurons, train condition only.
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found that the inter-trial variability significantly decreased after
stimulation with a single brief deflection (Fig. 7). This decrease is
due, of course, to the diminished switching between cortical
states: More generally, these results suggest that inter-trial vari-
ability decreases (Churchland et al. 2010; He 2013) may be due
not only to the driving force of a sustained sensory input on the
activity, but also to the interruption of specific rhythms at work
during spontaneous activity.

Discussion
Intricate Bidirectional Interactions Between “Evoked”
and “Spontaneous” Activities

The main findings reported here show that even a small, single
whisker, few milliseconds deflection, abruptly triggered large
changes in the dynamics of the internal activity from millise-
conds to 2–4 s. It diminished the switching rate between cor-
tical states of the population activity in the 1–5Hz range and
the activity of individual neurons. All of these changes were
focused on the somatotopic cortical representation of the acti-
vated barrel, but they spread over an area extending beyond
the primary somatosensory cortex.

Some 20 years ago (Arieli et al. 1996), our lab pioneered the
study of interactions between spontaneous and evoked activity.
It was shown that amplitudes and spatial patterns of variable
individual responses in the cat visual cortex could be predicted
very well when taking into account ongoing patterns just pre-
ceding the onset of the evoked activity (the prediction could be

made for ~100ms). This proved that spontaneous dynamics
directly influence the post-stimulus evoked activity patterns
with linear interaction occurring in the first ~100ms. Thus, the
interactions between spontaneous (or ‘internal’, to use our pro-
posed terminology) and evoked activity are bidirectional.

Later work indicated negative interactions in another spe-
cies (Petersen et al. 2003) (our own Fig. 4C, D top, E top), sensory
responses during up states being markedly weaker than those
during down states, which indicates that ongoing activity
affects evoked activity in a more complicated way than the
mere superposition of two independent dynamics. The differ-
ence between these opposite slopes of the responses vs. the
initial ongoing amplitudes in the two species has been the
focus of experimental and modeling work (Reig et al. 2015).
Altogether, these large influences of up and down states on
evoked responses in both the cat (Arieli et al. 1996) and the rat
(Petersen et al. 2003; and here, Fig. 4), and the new reciprocal
interactions reported here, confirm that ongoing and evoked
activities affect each other in multiple ways.

Our study also emphasized interactions at the time scale of
seconds, whereas previous studies focused at the time scales of
tens of milliseconds. Sensory inputs probably trigger changes in
the internal activity at all time scales, including lifespan, through
the creation of internal memory representations (Han et al. 2008).

Switching off Some of the Internal Flow of Information

The spontaneous activity has been shown to influence sen-
sory processing in a way that is relevant to behavior

Figure 7. Reduction of inter-trial variability after a brief sensory input. (A) VSD time courses from blank trials (top) and stimulated trials (bottom) from the same experiment.

The variability, dominated largely by up-down fluctuations in spontaneous activity, decreases markedly during the first 2 s after stimulation. (B) Variability decrease after

stimulation, normalized by the variability in blank trials, and averaged over all experiments (n = 19; the average is also shown for the subset of n = 11 animals where at

least 1 s pre-stim and 2 s post-stim were acquired). Statistical significance: two-sided Wilcoxon rank sum test performed on individual experiments (see also Methods). (C)

An example of neuropil calcium signals also shows decreased variability after stimulation, as confirmed in (D). (E) “Time courses” of the spiking activity of the same neuron

in different trials: spike counts are obtained in time bins of 500ms. Note that small jitter values were added to prevent trials from covering each other. (F) These spike

counts, computed over all trials in every neuron and averaged over all neurons, also show a decrease in variability during the first 2 s after the fast evoked response. (G)

This variability, normalized for each time bin by the average spiking rate in the same time bin, defines the Fano factor, a more precise measure of variability in the case of

spiking processes. The Fano factor was also decreased during the first 2 s, though this decrease did not reach statistical significancy (note that most neurons had a null

average spiking rate in several time intervals, so only a small fraction of the data could be used to compute Fano factor).
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(Hesselmann et al. 2008), in particular, by providing top-down,
a priori information (Fiser et al. 2010). It is likely, however,
that the spontaneous information conveyed in the total
absence of sensory input can cause disturbances when sen-
sory information starts flowing in. We suggest that in awake
subject the functional role of the dynamic changes in activity
reported here is to allow proper processing of sensory input
without disturbances caused by overloading internal informa-
tion that is not relevant to a new input. Testing this sugges-
tion warrants future studies.

Previous research targeted at answering different questions
yielded results that are in line with the present findings. It
was shown in awake mouse barrel cortex (Poulet et al. 2012)
and behaving monkey visual cortex (Tan et al. 2014) that cor-
related low-frequency spontaneous activity was replaced by
desynchronized activity when being driven by sustained input
from the thalamus, leading to a similar disappearance of the
switches between the up and down states. These recent
results also address a concern as to whether the present
results regarding anesthetized rodents are relevant to the
behaving primate. There was, however, a significant differ-
ence between these two studies and the present one regarding
the type of sensory stimuli used: we have shown that such a
change in the network dynamics can occur without a sus-
tained drive by the sensory input, since a brief input was
enough to modify the subsequent internal activity. In other
words, we observed network property changes not only during,
but also for seconds after the sensory input. This is particu-
larly important because a change during the stimulation can
be simply explained by the sensory input driving the cortical
activity (Borg-Graham et al. 1998; Deco et al. 2011). A change
that persists for several seconds after the sensory input ends
necessarily implies changes in the network properties (other-
wise spontaneous activity would recover immediately). Our
result therefore lends support to in vitro studies of changes in
the network‘s dynamical state triggered by microstimulation
(Shu et al. 2003; Fujisawa et al. 2006) that persists after the
stimulation ceases.

Our hypothesis that activity in a cortical area can switch
between conveyed information also finds support in human lit-
erature. (Nir et al. 2006) observed in fMRI spontaneous activity
levels in V1 that were as high, when subjects remained in the
dark, as during visual stimulation, and recovery of spontaneous
activity after the sensory stimulation was slow (in other terms,
spontaneous activity immediately after the stimulation was
reduced compared to baseline level).

Adaptation of Evoked Response or Reduction of
On-going Activity

A simple interpretation of the reduction of internal activity for
2–3 s after stimulation can be attributed to neural adaptation
(Ganmor et al. 2010). Adaptation, or “fatigue” mechanisms, have
been suggested to explain the stereotypical alternations of up
and down states (Mattia 2011); therefore, a strong adaptation fol-
lowing the initial evoked response could lead to a prolonged
down state. In accordance with this hypothesis, we found that
stronger effects took place when the average response was high-
er, either when comparing different stimulation amplitudes or
when analyzing signals at different distances from the stimu-
lated barrel (Figs. 2C, 3B,C). However, we did not find any correl-
ation between the evoked response and activity reduction
strengths on a trial-by-trial basis, which would have confirmed
this hypothesis. Moreover, the initial phase where some neurons

increased their activity, and activity at ~15Hz was fostered, can-
not result from general neuronal adaptation.

Alternatively, reduced up/down fluctuations could be attribu-
ted to a transient and spatially localized desynchronization of the
population activity following stimulation, similarly to how in
awake, resting, animals a sustained stimulation switches the cor-
tical activity from correlated fluctuations to desynchronized
(Poulet et al. 2012; Tan et al. 2014). However, in our case, the
desynchronized fluctuations were more localized in both time
and space. Such local desynchronization could be mediated by
cholinergic input arising from the basal forebrain (Eggermann
et al. 2014), bringing this local population activity closer to that of
the awake and alert animals. Note that desynchronized cortical
feedback to the thalamus was reported to facilitate sensory trans-
mission (Béhuret et al. 2013). In line with this second hypothesis,
we found that the reduced effect was stronger under light anes-
thesia, where cholinergic inputs are expected to be more
effective.

Sequence of Events at the Onset of a Sensory Input

The stimulation triggered a full sequence of events; this
sequence could be attributed to stimulation onset (either brief or
sustained; Fig. 5). The fast ~150ms evoked response was fol-
lowed by an initial period of ~750ms, characterized by depolar-
ization (VSD overshoot), and the enhanced firing of a minority of
neurons, whereas the rest of the population was silenced, and a
fostered rhythmic activity of around 15Hz (Derdikman et al.
2003; Halassa et al. 2011) spread throughout S1 and beyond.

The VSD overshoot was never reported before. This should
not be confounded with shorter post-stimulus overshoots that
have been previously reported and interpreted as “evoked up
states” (Petersen et al. 2003; MacLean et al. 2005; Civillico and
Contreras 2012). Indeed, it is debatable whether the initial 100–
200ms depolarization (see, for example, Fig. 1B) is an evoked up
state. However, the longer ~750ms overshoot that subsequently
occurs cannot be attributed to an up state and instead, suggests
a transient change in the network state. The rhythmic activity
most probably consists of evoked thalamocortical spindles that
also occur spontaneously during slow-wave sleep (we also
observed similar events during spontaneous activity (see
Fig. S5)); they were proposed to be interpreted as a “wake-up
call” from the thalamus (Sherman 2001). We also lend support to
this interpretation, in particular, because we observed the same
complex features both after a brief sensory input and after the
onset of a sustained input (Fig. 5), suggesting the specific signal-
ing of incoming sensory information that requires network
reconfigurations to allow appropriate sensory processing.

Concluding Remarks
This report is based on a simple model of the internally gener-
ated up and down states in an anesthetized rodent, offering
great advantages and obviously some limitations (the advan-
tages of working on awake behaving species are well known).
This simplified model preparation offers an opportunity to
record and manipulate activity with classical and modern
neurophysiological and optical tools from multiple sites that
may play an important role in generating internal activity, ran-
ging from the molecular level to behavioral studies using opto-
genetic tools and genetically engineered probes exhibiting fast
voltage responses (Carandini et al. 2015; Abdelfattah et al.
2016). Initially, exploring these bidirectional interactions and
the underlying synaptic and molecular mechanisms in vivo in

Brief Sensory Input Modulates Internal Activity Deneux and Grinvald | 13

 at IN
IST

-C
N

R
S on D

ecem
ber 8, 2016

http://cercor.oxfordjournals.org/
D

ow
nloaded from

 

http://CERCOR.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bhw259/-/DC1
http://cercor.oxfordjournals.org/


anesthetized animals is far simpler than adding the uncer-
tainty of behavior that cannot be fully controlled. It is pertinent
to mention that the activity of up/down states studied here
exists in awake animals when they remain quiet, but not when
they are whisking (Crochet and Petersen 2006; Ferezou et al.
2006).

It has been proposed that internal activity is involved in
higher brain functions such as recognition, memories, expecta-
tions, decision making, context, attention, and more (Dehaene
and Changeux 2005, 2011; Fox et al. 2006; Hesselmann et al.
2008; Northoff et al. 2010; Raichle 2010, 2015). Therefore, attain-
ing a full understanding of such higher brain functions, with
emphasis on exploring the mechanisms and the dynamics
underlying bidirectional interactions between internal brain
activity and external sensory-driven activities in behaving sub-
jects, is warranted.

Supplementary Material
Supplementary material can be found at: http://www.cercor.
oxfordjournals.org/
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